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Summary

Segmenting the complex acoustic mixture that makes a typ-
ical auditory scene into relevant perceptual objects is one of

the main challenges of the auditory system [1], for both hu-
man and nonhuman species. Several recent studies indicate

that perceptual auditory object formation, or ‘‘streaming,’’

may be based on neural activity within the auditory cortex
and beyond [2, 3]. Here, we find that scene analysis starts

much earlier in the auditory pathways. Single units were re-
corded from a peripheral structure of the mammalian audi-

tory brainstem, the cochlear nucleus. Peripheral responses
were similar to cortical responses and displayed all of the

functional properties required for streaming, including mul-
tisecond adaptation. Behavioral streaming was also mea-

sured in human listeners. Neurometric functions derived
from the peripheral responses predicted accurately behav-

ioral streaming. This reveals that subcortical structures
may already contribute to the analysis of auditory scenes.

This finding is consistent with the observation that species
lacking a neocortex can still achieve and benefit from behav-

ioral streaming [4]. For humans, we argue that auditory
scene analysis of complex scenes is probably based on

interactions between subcortical and cortical neural pro-
cesses, with the relative contribution of each stage depend-

ing on the nature of the acoustic cues forming the streams.

Results and Discussion

We usually experience our acoustic environment as containing
multiple ‘‘streams’’ of sounds, which can be selectively at-
tended to and followed over time amid other streams (e.g.,
the voice of a friend in a crowded restaurant, a musical instru-
ment within an orchestra). Analogous to the segmentation of
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visual scenes into objects, the parsing of acoustic sequences
into streams is an essential component of the perceptual anal-
ysis of auditory scenes in humans and various other animal
species [1, 5–7].

Where and how auditory streaming is implemented in the
brain are as-yet-unanswered questions, but a number of phys-
iology and brain-imaging studies have suggested that the au-
ditory cortex plays a key role in the formation of auditory
streams [6–9]. The general form of the neural correlates found
in these studies can be described as ‘‘grouping by coactiva-
tion’’: sounds that activate the same or largely overlapping
populations of neurons are perceived as forming a single
stream, whereas sounds that activate different neuronal pop-
ulations are perceived as separate streams. For instance,
when stimulated with pure tones, most neurons of the primary
auditory cortex (A1) respond selectively only to a limited range
of frequencies. This is consistent with a coactivation model,
given that consecutive tones with similar frequencies are
grouped in a single stream, whereas tones differing widely in
frequency are heard as separate streams [3, 8, 10]. Similarly,
forward suppression of activity could explain the increase in
sound segregation with faster rates of tone presentation [8,
10]. A more challenging feature of streaming is that it can
change dynamically over time, even if the stimulus itself re-
mains constant (similarly to bistable perception in vision
[11]). Predicting the dynamics of streaming is a crucial test
for any neural model of streaming. Recently, it has been pro-
posed that multisecond adaptation of neural responses in A1
could explain the behavioral ‘‘build-up’’ of stream segregation
when the exposure time to a sound is increased [3].

Although the relationship between neural responses in the
auditory cortex and auditory streaming is being thoroughly in-
vestigated, the possible contribution of subcortical nuclei has
so far remained unexplored. The auditory system contains
several subcortical nuclei, which are generally believed to es-
tablish basic feature encoding before perceptual organization
starts at the cortical level [12, 13]. Here, we investigated
whether subcortical neural processing may in fact also take
an active part in auditory perceptual organization. Single neu-
rons were recorded from the ventral part of the cochlear nu-
cleus (CN) of urethane-anaesthetized guinea pigs. The CN is
the most peripheral brainstem structure in the ascending audi-
tory pathways and the site of the first obligatory synapse for all
auditory-nerve fibers. Its role of interface between the auditory
periphery (cochlea and auditory nerve) and the higher central
auditory system (inferior colliculus and auditory cortex) makes
it an ideal locus to examine the origin of neural correlates of au-
ditory streaming. The CN is made up of a variety of physiolog-
ically and histologically well-defined cell types [14]. On the one
hand, bushy cells display ‘‘primary-like’’ response properties
similar to those of the auditory-nerve fibers from which they
receive their input, thus providing a window on peripheral re-
sponses. On the other hand, the CN also contains cells, such
as the multipolar cells, with ‘‘chopper-sustained’’ or ‘‘chop-
per-transient’’ response properties far more complex than
those of the auditory nerve, and that can be thought of as initial
brainstem processing of sound. Like A1 neurons, most cells in
the CN exhibit frequency selectivity and forward suppression
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Figure 1. Illustration of the Sound Sequences and Cochlear Nucleus Single-Unit Responses

(A) The frequency difference, DF, between A and B tones is one semitone. Sequences of ABA tones were presented for 10 s, and the frequency of the A tone

was chosen to be equal to the unit’s best frequency. The neuron displayed here was classified as a multipolar cell with a transient-chopper response and

a best frequency of 2.63 kHz (see Supplemental Experimental Procedures). The poststimulus time histograms (bin width: 5 ms) show that the unit responded

to both A and B tones. In this case, listeners tend to hear a single stream.

(B) As (A), but DF is now six semitones. The responses to the B tones are reduced because of frequency selectivity and forward suppression. In this case,

listeners have a probability of hearing two streams that increases over the duration of the sequence.
to a varying degree according to their response type [15]. So
far, however, neural responses to long-duration sequences
such as those used in psychophysical studies of auditory
streaming have never been measured at the level of the CN.

To address this question, we used an experimental para-
digm similar to the one used in earlier behavioral studies of au-
ditory streaming in humans [16, 17] and in neurophysiological
studies at the level of the auditory cortex [7–9, 18]. Sound stim-
uli were built with pure tones alternating between two frequen-
cies, A and B, and arranged into repeating sequences of ABA
triplets for a total of 10 s (ABA sequences; see Figures 1A and
1B and Supplemental Experimental Procedures available on-
line). The percept evoked by these sound sequences depends
on the frequency difference (DF) between the A and the B tones
and on the time elapsed since the sequence is turned on. When
the frequency difference is small, the sequence is perceived as
a single coherent sound stream with a distinctive galloping
rhythm (ABA-ABA). When frequency difference is large, the se-
quence is usually perceived as a single stream just after it is
turned on, but after a few seconds of uninterrupted listening,
it separates into two streams each with regular rhythms
(stream A-A-A- and stream B-B-B-) [1, 16]. The change in per-
cept from one stream to two streams is quite compelling and is
experienced even by listeners who are aware that the physical
stimulus does not change over time (online demonstrations at
e.g., http://cognition.ens.fr/Audition/sup/).

An example response from a CN neuron to ABA sequences
is illustrated in Figure 1; the population averages are shown in
Figure 2. The frequency of the A tone was chosen equal to the
neuron’s best frequency (BF), and several values of DF were
tested. Overall, responses of CN neurons closely resembled
responses from single units in the primary auditory cortex
[3, 10]. Importantly, they displayed all of the features of the
grouping by coactivation model: At small DFs (e.g., 1 semi-
tone, Figure 1A), CN neurons responded to both A and B tones,
consistent with the grouped percept reported by listeners for
such stimuli. As DF increased, neurons responded less and
less to the tones that were remote from their BF (the B tones
in our paradigm, Figure 1B). This result, just as in the cortex,
is probably due to the combined effects of frequency
selectivity and forward suppression of neural responses. The
main static features of streaming are thus already apparent
in the CN responses.

As mentioned above, a more challenging test for neural
models of streaming relates to the dynamic percept changes
that are experienced by listeners as the sequence is heard
for a prolonged period of time [19]. We quantified these per-
ceptual effects by asking normal-hearing listeners to report
their percept (‘‘one stream’’ or ‘‘two streams’’) continuously
during the same 10 s stimulus sequences as the ones used
for the physiology (Supplemental Experimental Procedures).
The average reported percept plotted as a function of time
from sequence onset shows that at all but the smallest DF,
the proportion of two streams responses increases over time
(Figures 3A and 3B). This build-up of segregation is faster
and more pronounced at the largest DFs. It has been proposed
that this build-up comes from multisecond adaptation of neu-
ral responses in the auditory cortex [3]. Here, we observed that
neurons in the CN also display strong multisecond adaptation
in response to the long-duration tone sequences. Both single
neurons (Figure 1) and the population average (Figures 2A
and 2B) showed a marked and progressive decrease in spike
counts over the course of the 10 s stimulus sequence. This
multisecond adaptation was present in the two main different
types of cells in the ventral subdivision of the CN, including bu-
shy cells that exhibit ‘‘primary-like’’ responses similar to those
of auditory-nerve fibers. This shows that the multisecond
adaptation observed in the auditory cortex is already present
in the auditory periphery.

Adaptation over several seconds has been reported in the
auditory nerve for continuous long-duration, single-frequency
tones and was ascribed to neurotransmitter depletion at the
synapse between hair cell and auditory-nerve fibers [20]. We
simulated responses of auditory-nerve fibers to the ABA
sequences using a representative model of the auditory
periphery [21]. The model was chosen because it is fitted to
the guinea pig’s auditory periphery and it reproduces neural
forward masking by means of synaptic depletion. The simula-
tions are presented in Figure S1. The model does not exhibit
multisecond adaptation. This indicates either that adaptation
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to tone sequences emerges in the cochlear nucleus or that cur-
rent models of the auditory nerve do not include the appropri-
ate time constants for multisecond adaptation.

Adaptation in peripheral auditory neurons could also be
influenced by descending feedback from upper processing
stages, including the auditory cortex. It is highly unlikely that
the multisecond adaptation we observe in all recorded neu-
rons is a direct reflection of cortical adaptation because we re-
corded from the ventral part of the CN for which efferent con-
nections are sparse [22]. It is possible, however, that the
auditory cortex exerts a modulatory influence on CN activity,
either via the sparse direct projections or via the more preva-
lent indirect projections. A possible pathway for indirect feed-
back is the medial olivocochlear efferent system, which can
impose a form of slow gain-control on the cochlea [23] and
thus on auditory-nerve and CN responses. In the VCN itself,

Figure 2. Multisecond Adaptation Is Present in the

Cochlear Nucleus

(A) Firing rates are displayed for each tone of the trip-

lets, as a function of the time within the sequence.

Left, middle, and right panels show responses to

the first A tone, B tone, and second A tone of the

triplets, respectively. Single-unit firing rates were

averaged for all of the multipolar cells of our sample

(chopper-transient and chopper-sustained response

types). Error bars represent 6 1 standard error

around the mean. Each line represents a single

frequency difference, DF, as identified in the figure

legend. Multisecond adaptation is observed for all

tones and all DFs.

(B) Same as (A), for bushy cells (primary-like re-

sponse types).

subtle changes in adaptation are observed
if feedback projections from the dorsal co-
chlear nucleus and medial olivary complex
are removed [24, 25]. Considering the vari-
ous possibilities, we suggest that multisec-
ond adaptation to tone sequences in the
VCN probably results from the interaction
between long-term synaptic depression
and fast recovery in peripheral neurons,
with possible modulatory influences from
descending projections. Whether multisec-
ond adaptation is fully established in the pe-
riphery and simply reflected in the cortex or

whether it requires an interaction between lower and higher
levels in the auditory pathway remains an open question. In
any case, our results show that the CN is involved in shaping
this feature of auditory responses in ways not previously pre-
dicted.

The finding that neurons in the CN display frequency selec-
tivity, forward suppression, and multisecond adaptation raises
the interesting possibility that they can account quantitatively
for the behavioral characteristics of auditory streaming. In or-
der to test this possibility, we applied to the CN responses
a grouping by coactivation model similar to the one proposed
for A1 [3]. The model computes neurometric functions that can
be compared directly with psychometric functions measured
in human listeners (Supplemental Experimental Procedures).
The basic idea of the model is that a one-stream percept is
predicted if both A and B tones evoke an above-threshold

Figure 3. Responses from the Cochlear Nucleus

Predict the Behavioral Build-Up of Streaming

(A) Neurometric (solid lines) functions for the mul-

tipolar cells subpopulation and psychometric

functions in human listeners (dashed lines), for

the DFs used in the experiment. Neurometric

functions were estimated by a ‘‘grouping-by-co-

activation’’ model, which predicts a one-stream

percept if A and B tones recruit a same neuronal

population and a two-stream percept otherwise

(see Supplemental Experimental Procedures).

Psychometric functions were obtained from nor-

mal-hearing human listeners. Error bars show

95% confidence intervals around the mean.

There is a good correspondence between the

two; neurometric functions are within the confi-

dence intervals for the psychometric functions.

(B) Same as (A), but for the bushy cells subpopu-

lation.
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response in single neurons. In contrast, if neurons tuned to the
A tones exhibit above-threshold activity during the presenta-
tion of the A tones but not during the presentation of the B
tones, a two-streams percept is predicted. The average per-
cept probability is finally obtained by tallying the model’s
binary decisions across a large number of simulated trials
(here, 5000). Model predictions were computed for each trip-
let’s position in the sequence, in each DF condition. The deci-
sion threshold in the model was adjusted to obtain the best
fit between the psychometric data and the neural predictions,
but it was not allowed to vary across DFs and triplets; there-
fore, variations in the predicted probability of two-streams re-
sponses as a function of these two parameters is due solely to
neural-response characteristics and not to ad hoc changes in
the model’s threshold. The neurometric functions obtained
with this procedure are presented in Figures 3A and 3B. The
neurometric functions from CN neurons closely parallel the
psychometric functions measured in humans. The level of
agreement between neurometric and psychometric functions
is just as high as that observed with cortical responses in a pre-
vious study [3]. The good fit obtained with only the bushy cells
subpopulation (primary-like responses) also raises the possi-
bility that the neural-response characteristics needed to pre-
dict the psychometric data may already be present at the level
of the auditory nerve. In summary, our findings demonstrate
that fundamental neural-response properties at early stages
of the auditory system (frequency selectivity, forward suppres-
sion, and multisecond adaptation) can predict perceptual
streaming for tone sequences. This extends to perceptual
organization, the idea that adaptation is a key feature of sen-
sory systems allowing for efficient encoding of information,
as suggested by evidence in different sensory modalities
[26, 27].

The present results challenge the current view that percep-
tual organization of sound only emerges at the level of the au-
ditory cortex. Our findings, however, should not be interpreted
as implying that the cortex plays no role in auditory scene
analysis or that multisecond adaptation within frequency
channels is the only mechanism of streaming. The tone se-
quences used here produce perceptual streaming on the ba-
sis of frequency differences, for which selectivity exists in
the auditory periphery. Streaming, however, can also be ob-
served between sounds that activate equivalently the same
frequency channels but that have different temporal charac-
teristics [28]. Under such circumstances, streaming must be
based on temporal sound features that are extracted by
mechanisms other than frequency selectivity, at subcortical
[29] or cortical [30] levels of the auditory system. Moreover,
in the general case, the sounds to be organized into streams
will contain several frequency components and may overlap
in time. The amount of overlap is a potent cue to auditory
scene analysis, given that synchronous frequency compo-
nents tend to be fused in a single-stream regardless of their
frequency difference [1]. The grouping by coactivation model
that we applied to the ABA sequences cannot capture these
effects. It is however easy to extend the coactivation idea to
the time dimension, so that a single stream is predicted if there
is coactivation either in time (synchrony cue) or in frequency
(neural channel cue). The neural implementation of such an ex-
tension probably requires neurons with broad receptive fields
that perform frequency integration; these neurons can be
found subcortically [31] and are abundant in the cortex [32].
Finally, streaming is affected by attention, context, and knowl-
edge of the listener [16], and it is unclear whether and how
such factors may influence responses at lower levels of the
auditory system. Our findings must therefore be understood
within the classic distinction between primitive versus schema-
based processes in auditory scene analysis [1]. Neural-
response properties, such as frequency selectivity, forward
suppression, and multisecond adaptation, but also broad-
band inhibition [31], could mediate efficient primitive scene-
analysis mechanisms in the auditory periphery. Other scene-
analysis mechanisms, based on elaborate features or requiring
plasticity, may rather involve the auditory cortex [12] and
crossmodal [2] cortical regions. Humans’ and other animals’
remarkable ability to organize perceptually the complex mix-
tures of sounds encountered in natural environments is thus
likely to recruit a distributed network involving interactions
between subcortical and cortical neuronal processes. Such
a distributed interaction might be an efficient way to achieve
perceptual organization, not only for audition but also for other
sensory modalities [33].

Supplemental Data

Supplemental Data include Supplemental Experimental Procedures and

one figure and can be found with this article online at http://www.

current-biology.com/cgi/content/full/18/15/1124/DC1/.
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